
Neural Compress-and-Forward 
for the Relay Channel

Ezgi Ozyilkan*, Fabrizio Carpi*, Siddharth Garg, Elza Erkip

Overview 

Summary: First proof-of-concept for a 
practical neural compress-and-forward 
relaying scheme, recovering binning 
(grouping) of the quantized indices as 
in the optimal relaying strategy.

Framework

• Relay channel: a fundamental 
component of “cooperative” 
communications. 

• Unknown capacity: the capacity of 
the general relay channel is 
unknown!  

• Compress-and-Forward (CF): In 
CF, the relay sends a quantized 
version of its received signal to the 
destination. 

• Signal correlation: Relay and 
destination signals are correlated, 
enabling distributed compression.

Main idea: Integrate our recent neural distributed (Wyner–
Ziv) compressors into the relay-to-destination link.

• Primitive relay channel (PRC): 
Simplest channel coding problem 
with a source coding constraint. 

• CF strategy: Optimal for PRC with 
oblivious relaying (relay unaware of 
the source codebook)  

 esp. suitable for learning!! 
• Task-aware compression: Relay 

compresses  to help destination 
in decoding  and recovering .

⟹
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• For a general PRC , 
without time sharing, it’s been 
shown that the following rate is 
achievable by CF strategy: 

where maximization is with respect to              
 .

p(yD, yR |x)

p(x)p (u |yR)

{ezgi.ozyilkan,fabrizio.carpi}@nyu.edu

Primitive relay channel.
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Abstract—The relay channel, consisting of a source-destination

pair along with a relay, is a fundamental component of

cooperative communications. While the capacity of a general

relay channel remains unknown, various relaying strategies,

including compress-and-forward (CF), have been proposed. In

CF, the relay forwards a quantized version of its received

signal to the destination. Given the correlated signals at the

relay and destination, distributed compression techniques, such

as Wyner–Ziv coding, can be harnessed to utilize the relay-

to-destination link more efficiently. Leveraging recent advances

in neural network-based distributed compression, we revisit

the relay channel problem and integrate a learned task-aware

Wyner–Ziv compressor into a primitive relay channel with a

finite-capacity out-of-band relay-to-destination link. The resulting

neural CF scheme demonstrates that our compressor recovers

binning of the quantized indices at the relay, mimicking the

optimal asymptotic CF strategy, although no structure exploiting

the knowledge of source statistics was imposed into the design.

The proposed neural CF, employing finite order modulation,

operates closely to the rate achievable in a primitive relay channel

with a Gaussian codebook. We showcase the advantages of

exploiting the correlated destination signal for relay compression

through various neural CF architectures that involve end-to-end

training of the compressor and the demodulator components.

Our learned task-oriented compressors provide the first proof-

of-concept work toward interpretable and practical neural CF

relaying schemes.

Index Terms—relay channel, Wyner–Ziv source coding,

decoder-only side information, task-aware compression, binning.

I. INTRODUCTION

T
HE relay channel, as introduced by van der Meulen [2],
is a building block of multi-user communications. In this

model, a relay facilitates communication between a source and
a destination by forwarding its “overheard” received signal
to the destination. As such, the relay channel comprises a
broadcast channel, from the source to both the relay and
the destination, and a multiple access channel, from both the
source and the relay to the destination. The relay channel
forms the foundation of cooperative networking, which has
been shown to be effective in mitigating fading [3], [4],
increasing data rates [5], and managing interference [6]. With
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Fig. 1: The primitive relay channel (PRC) under consideration. The
red link denotes out-of-band relaying between the relay and the
destination.

the advent of 6G, new forms of relaying and cooperation are
envisioned for communicating in highly dynamic settings [7],
[8].

Despite decades of research, the capacity of the general
relay channel is still unknown to this day. Cover and
El Gamal [9] provided upper and lower bounds for the general
relay channel by invoking information theoretic achievability
and converse arguments. These bounds coincide only in a
few special cases, such as the physically degraded Gaussian
relay channel. Even though optimum relaying strategies are
not known in general, various effective relaying techniques
have been proposed, which can be broadly categorized into
two main classes: decode-and-forward (DF) and compress-

and-forward (CF); see [9] for a detailed analysis of DF, CF,
their variations and combinations. While DF is known to be
efficient in certain scenarios [5], its achievable rate is bounded
by the capacity of the source-to-relay channel since the relay
is required to perfectly decode the source information.

On the other hand, in CF, the relay refrains from directly
decoding the source and instead, compresses its received signal
to send to the destination. Upon reception of the compression
index, the destination combines it with its own received signal
to decode the source information. Given that the received
signals at the relay and destination are correlated, the relay
can leverage distributed compression techniques to reduce
the compression rate without requiring explicit knowledge
of the received signal at the destination. As such, it can
utilize Wyner–Ziv (WZ) source coding [10], also known
as source coding with decoder-only side information, to
efficiently describe its received signal. Unlike DF, CF relaying
consistently outperforms direct transmission since the relay
always aids in communication, even when the source-to-
relay channel is poor. For additional discussion on scenarios
where CF has been proven to be optimal, we direct readers
to [11]. Despite its benefits, the limitations of practical WZ
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s.t. R ≥ I(YR ; U | YD)�

I. Marginal formulation, adapted from (Ozyilkan et al., 2023):

YR
Enc.
e✓

Entropy
Enc.

Entropy
Dec.

Demod.
p�

p�(w|yD, e✓(yR))

YD

R

q⇣

Relay Destination

II. Conditional formulation, adapted from (Ozyilkan et al., 2023):

YR
Enc.
e✓

SW
Enc.

SW
Dec.

Demod.
p�

p�(w|yD, e✓(yR))

YD

R

q⇣

III. Point-to-point (no side information) formulation:

YR
Enc.
e✓

Entropy
Enc.

Entropy
Dec.

Demod.
p⇠

Demod.
p�

p⇠(w|e✓(yR))

p�(w|yD, e✓(yR))

YD

Pre-trained

Fine-tuned

R

q⇣

e goal is to optimize 
operational trade-off 
between relay-to-
destination compression 
rate ( ) and source-to-
destination 
communication rate ( ).

R

C

• Building onto compression rate , 
we have an upper bound: 

• Similarly, based on communication 
rate , we have a lower bound: 

where  

R

C
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≤ E

�
− log2 qζ (eθ�R ))�

∆= R̃ �
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D̃ ∆= E
�− log(pφ(�|�D� eθ(�R )))� �

• e operational training objective 
for all schemes can be described 
by the loss function:  

                                      
where  controls the trade-off 
and  are learned parameters.

λ > 0
{θ, ϕ, ζ}
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controls the trade-off. The optimized e✓, q⇣ and p� models,
parameterized by ✓, ⇣ and �, yield the ANN-based encoder,
EC or SW coder, and demodulator component, respectively.

Note that in spite of considering specific modulation
schemes in training, we do not assume a priori knowledge
of modulation symbols by the relay in our neural CF
schemes. The parameters {✓,�, ⇣} are learned solely in a
data-driven fashion from samples, through the proposed loss
function in (10). Further improvement in the performance
may be obtained by also optimizing the probabilistic (p(x)
in optimization (2)-(3)) and geometric shaping (constellation
X ) of the modulation [18]. Consistent with findings in [14],
[15], we empirically confirmed that minimizing mean squared
distortion at the quantizers may not always maximize the
source-to-destination communication rate.

IV. RESULTS AND DISCUSSION

While our framework can be adapted to different modulation
schemes and PRC setups, we adopt the following system
configuration to showcase numerical results. We consider
BPSK and 4-PAM modulations, having constellations X =
{±1} and X = {±1,±3}, respectively, and equally likely
symbols, p(x) = 1/|X |. We assume that the noise variances on
both the direct and the relay paths are equal, i.e., �2

R = �
2
D =

�
2. The signal-to-noise ratio (SNR) is defined as � = P/�

2,
where P = E[|X|2].

For the parametrization of e✓ and p�, we use ANNs of
three dense layers, with 100 units each, except the last one,
and leaky rectified linear unit as the activation function.
All neural CF schemes are trained for 500 epochs with
randomly initialized network weights. Initially, we set the
model parameter K = 32. The output dimension of p� is
set to be |X |, since this probabilistic model represents the
posterior over the transmitted constellation.

We evaluate our learned CF relaying schemes in terms of the
trade-off between the relay rate R (using the proxy R̃ in (6)),
and two metrics: (i) the communication rate I(X;YD, U), for
which we use the lower bound (hence, a pessimistic estimate)
in (8), and (ii) the SER = P (W 6= Ŵ ) (see (9)).
A. Baselines

The regimes where R = 0 and R ! 1 are referred
to as without relay and perfect relay scenario, respectively.
In particular, in the perfect relay regime, the demodulator
has full access to YR, and it optimally combines (YD, YR).
This corresponds to an increased SNR, �, with respect to the
point-to-point scenario. When the variances �

2 = �
2
D = �

2
R

are equal, the perfect relay setting has double the SNR in
comparison with the one without relay. In these two regimes,
mutual information and SER can be numerically computed for
BPSK and 4-PAM modulations as a function of �.

When 0 < R < 1, we consider CCF from (4) as a
benchmark on the communication rate for our learned CF
schemes with discrete modulations. Increasing the modulation
order, |X |, gives more degrees of freedom for the end-to-end
learned communication system to approach the rate of a PRC
that assumes Gaussian inputs, that is CCF in (4).
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Fig. 3: SER and mutual information results as a function of the relay-
to-destination rate R, for the 4-PAM modulation with � = 13 dB.
The colored lines represent the performance of three neural CF relay
architectures (Fig. 2), where each marker corresponds to a unique
model trained for a particular value of � in (10). The horizontal lines
provide baseline results without relaying (R = 0) and with perfect
relaying (R ! 1).
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Fig. 4: Mutual information results for the marginal model (Fig. 2a) in
case of BPSK and 4-PAM modulations with � = 3 dB. The solid line
represents CCF in (4) [13], obtained for Gaussian inputs. The dotted
lines represent the perfect relay (R ! 1) bounds for the respective
curves, similar to Fig. 3.

B. Numerical Results for the Learned CF Schemes
Fig. 3 shows the SER and mutual information for the 4-PAM

modulation for � = 13 dB. In this case, YR and YD, are highly
correlated. We observe that the three models exhibit different
trade-offs. The conditional model yields the best performance
as the side information is also exploited within the SW coder,
which operationally executes binning over long sequences i.e.,
in a multi-shot fashion. The marginal model surpasses the p2p
model mainly due to the learned one-shot binning behavior in
the source space (see Fig. 5), yielding rate reduction.

Fig. 4 compares CCF from (4) with the mutual information
obtained with the marginal formulation for the BPSK and
4-PAM modulations. Here, the SNR for all the considered
schemes is � = 3 dB, suggesting a lower correlation between
YR and YD compared to the one illustrated in Fig. 3. As
expected, increasing the modulation order reduces the gap with
the bound in (4), at higher rates meeting the performance of
the CF relaying strategy that assumes Gaussian inputs.

Fig. 5 illustrates the learned CF strategy and hard
demodulation decision regions (see (9)) for the 4-PAM with
� = 13 dB. The vertical axis and horizontal axis show YR

and YD, respectively. The colors represent the transmitted
indices e✓(YR) by the relay, and the horizontal lines are the
corresponding quantization boundaries. Note that the neural
CF architecture exhibits binning (grouping) since non-adjacent
intervals are assigned to the same index (same color). The
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schemes. The parameters {✓,�, ⇣} are learned solely in a
data-driven fashion from samples, through the proposed loss
function in (10). Further improvement in the performance
may be obtained by also optimizing the probabilistic (p(x)
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X ) of the modulation [18]. Consistent with findings in [14],
[15], we empirically confirmed that minimizing mean squared
distortion at the quantizers may not always maximize the
source-to-destination communication rate.
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and leaky rectified linear unit as the activation function.
All neural CF schemes are trained for 500 epochs with
randomly initialized network weights. Initially, we set the
model parameter K = 32. The output dimension of p� is
set to be |X |, since this probabilistic model represents the
posterior over the transmitted constellation.

We evaluate our learned CF relaying schemes in terms of the
trade-off between the relay rate R (using the proxy R̃ in (6)),
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which we use the lower bound (hence, a pessimistic estimate)
in (8), and (ii) the SER = P (W 6= Ŵ ) (see (9)).
A. Baselines

The regimes where R = 0 and R ! 1 are referred
to as without relay and perfect relay scenario, respectively.
In particular, in the perfect relay regime, the demodulator
has full access to YR, and it optimally combines (YD, YR).
This corresponds to an increased SNR, �, with respect to the
point-to-point scenario. When the variances �
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are equal, the perfect relay setting has double the SNR in
comparison with the one without relay. In these two regimes,
mutual information and SER can be numerically computed for
BPSK and 4-PAM modulations as a function of �.

When 0 < R < 1, we consider CCF from (4) as a
benchmark on the communication rate for our learned CF
schemes with discrete modulations. Increasing the modulation
order, |X |, gives more degrees of freedom for the end-to-end
learned communication system to approach the rate of a PRC
that assumes Gaussian inputs, that is CCF in (4).
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Fig. 3: SER and mutual information results as a function of the relay-
to-destination rate R, for the 4-PAM modulation with � = 13 dB.
The colored lines represent the performance of three neural CF relay
architectures (Fig. 2), where each marker corresponds to a unique
model trained for a particular value of � in (10). The horizontal lines
provide baseline results without relaying (R = 0) and with perfect
relaying (R ! 1).

0 1 2 3 4

0.80

1.00

1.20

R

M
ut

ua
lI

nf
o.

CCF

4-PAM neural relay marg.
BPSK neural relay marg.

Fig. 4: Mutual information results for the marginal model (Fig. 2a) in
case of BPSK and 4-PAM modulations with � = 3 dB. The solid line
represents CCF in (4) [13], obtained for Gaussian inputs. The dotted
lines represent the perfect relay (R ! 1) bounds for the respective
curves, similar to Fig. 3.

B. Numerical Results for the Learned CF Schemes
Fig. 3 shows the SER and mutual information for the 4-PAM

modulation for � = 13 dB. In this case, YR and YD, are highly
correlated. We observe that the three models exhibit different
trade-offs. The conditional model yields the best performance
as the side information is also exploited within the SW coder,
which operationally executes binning over long sequences i.e.,
in a multi-shot fashion. The marginal model surpasses the p2p
model mainly due to the learned one-shot binning behavior in
the source space (see Fig. 5), yielding rate reduction.

Fig. 4 compares CCF from (4) with the mutual information
obtained with the marginal formulation for the BPSK and
4-PAM modulations. Here, the SNR for all the considered
schemes is � = 3 dB, suggesting a lower correlation between
YR and YD compared to the one illustrated in Fig. 3. As
expected, increasing the modulation order reduces the gap with
the bound in (4), at higher rates meeting the performance of
the CF relaying strategy that assumes Gaussian inputs.

Fig. 5 illustrates the learned CF strategy and hard
demodulation decision regions (see (9)) for the 4-PAM with
� = 13 dB. The vertical axis and horizontal axis show YR

and YD, respectively. The colors represent the transmitted
indices e✓(YR) by the relay, and the horizontal lines are the
corresponding quantization boundaries. Note that the neural
CF architecture exhibits binning (grouping) since non-adjacent
intervals are assigned to the same index (same color). The
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Fig. 8: Visualization (best viewed in color) of the learned CF strategy
(marginal scheme in Fig. 2a) and demodulation decisions for the 4-
PAM modulation with W = 13 and relay rate ' ⇡ 1. The horizontal
lines denote the quantization boundaries on .' , and the colors
designate the transmitted index e\ (.'). The vertical lines denote
the hard decision boundaries for the demodulator, and the markers
represent the decisions. The transmitted symbols (denoted by cross,
triangle, star, square) are also reported near the axis for reference.

that the scheme effectively uses the side information .⇡

during compression. Next, we show how the relay’s likelihood
?(e\ (H') |F) operationally shifts the decision thresholds.

Fig. 8 illustrates the marginal CF scheme and the
demodulation’s hard decision regions (see (10)) for 4-PAM
with W⇡ = W⇡ = 13 dB and relay rate of ' ⇡ 1. The vertical
axis and horizontal axis show .' and .⇡ , respectively. The
colors represent the transmitted indices e\ (.') by the relay,
and the horizontal lines are the corresponding quantization
boundaries. Note that this neural CF architecture exhibits
binning (grouping) since non-adjacent intervals are assigned
to the same index (same color). It is worth noting that this
recovered grouping behavior is similar to the random binning
operation in the achievability proof of the WZ theorem [10]
and also in the achievability of CF [9]. This emergence of
learned one-shot binning behavior also explains the further
reduction in relay rate compared to the point-to-point model,
as illustrated in the experimental results shown in Figs. 3
and 4. Unlike the marginal scheme, the point-to-point model
(Fig. 2c), however, lacks access to the side information signal
.⇡ , which is available at the decoder, during compression.
Therefore, this latter model cannot learn a binning behavior
in the relay compressor (not depicted). In contrast, the
conditional variant (Fig. 2b) leverages the side information not
only during compression but also within the entropy coding
stage. This enables the conditional scheme to execute binning
over long sequences i.e., in a multi-shot fashion. Note that such
a high-order binning scheme, facilitated by the SW coder, is
inherently more efficient than the one-shot binning achievable
by an encoder at the relay. As the model e\ compresses each
source realization one at a time, it can only bin the quantized
indices at the relay in a one-shot fashion.
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Fig. 9: Visualization (best viewed in color) of the learned CF strategy
(marginal scheme in Fig. 2a) and demodulation decisions for the 4-
QAM modulation with W = 7 dB and relay rate ' ⇡ 1. Figure (a)
shows the quantization boundaries on .' (on the complex plane), and
the colors designate the transmitted index e\ (.'). Figures (b) and (c)
show the hard decision boundaries for the demodulator as a function
of .⇡ (on the complex plane), where different colors represent the
different decisions. Figure (b) represents the decisions when e\ (.')
corresponds to the blue index from Figure (a); Figure (c) represents
the decisions when e\ (.') corresponds to the red index from Figure
(a). The transmitted symbols (denoted by cross, triangle, star, square)
are also reported for reference.

The vertical lines in Fig. 8 denote the hard decision
boundaries, where the markers denote the decisions ,̂ .
We observe that the decision boundaries are shifted with
respect to the midpoints between transmitted symbols
(optimal boundaries without relaying). This highlights the
interpretability of our neural CF relaying scheme. For example,
when cross or star are transmitted, the index blue will be the
(most likely) relayed index. In this case, the decision regions
for cross and star at the destination are larger than the other
symbols.

Fig. 9 shows the learned marginal CF strategy for the
complex-valued 4-QAM modulation when W⇡ = W' = 7 dB
and relay rate of ' ⇡ 1. The vertical and horizontal axis
of each subfigure represent real and imaginary parts of .'

and .⇡ . Fig. 9a reports the output of the relay’s encoder,
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Conclusion: 
We revisit CF relaying with interpretable neural compressors.  
e learned CF scheme mimics optimal strategy, including 
binning, and operates near capacity.

Decision boundaries of red 
(up) and blue (down) indices.


